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1. Experimental results

With this supplementary material we include additional experimental results, full resolution disparity maps and error maps
computed according to the Middlebury metric [3].

In the paper, we provided experimental results according to the Middlebury dataset and metric [3] of four stereo algo-
rithms. These results correspond to the linear stereo algorithm proposed in our paper and to the adaptive-weight algorithm
described in [4]. Each one of the two algorithms is tested without (referred, respectively, as LinearS and AdaptW) and
with (referred, respectively, as P-LinearS and P-AdaptW) the disparity refinement step described in the paper composed of
intensity consistent disparity selection (IC) [1] and locally consistent disparity selection (LC) [2].

For a more detailed analysis of the effects of the disparity refinement pipeline proposed based on IC and LC, we provide in
this supplementary material the results of applying IC on the raw disparity maps provided by LinearS and AdaptW (referred
here, after IC step, as I-LinearS and I-AdaptW). As described in Section 2.5.2 in [1], IC uses two segmented images. One is
obtained applying mean shift segmentation to the reference image of the stereo pair (we use the parameter values proposed
in[1]: o, = 4, 05 = 5, and segments smaller than 100 pixels are not considered). The other segmented image is obtained
clustering connected pixels with similar disparity within each segment. This is done by allowing neighboring pixels in the
disparity map to vary by one pixel, considering 4-connected neighbors. After this disparity segmentation step, disparity
segments smaller than 12 pixels are not considered. Further details of this method can be found in [I]. The mean shift
segmented images can be found in the first column of Figure 1 and the segmented disparity maps according to the disparity
map computed by LinearS can be found in the second column of Figure 1. Black pixels in Figure 1 represent segments not
considered in the IC refinement step according to the size constraints previously described. For what concerns LC [2], the
optimal parameters found are 39 x 39 windows with v; = 22, 7. = 23, v,,, = 5 and T' = 60 for P-LinearS and 39 x 39
windows with v, = 13, 7. = 35, ¥, = 8 and T' = 50 for P-AdaptW.

Table 1. Performance comparison of aggregation methods using colour input images, pre and post-processing.

Average
Algorithm Tsukuba Venus Teddy Cones percent of
bad pixels

nonocc all disc | nonocc all disc | nonocc all disc | nonocc all disc

AdaptW 3.46 4.06 | 8.90 0.92 1.49 | 8.67 7.53 14.1 | 17.2 2.55 8.03 | 7.24 7.01

LinearS 3.63 4.39 | 9.61 2.10 2.81 | 17.0 9.14 15.5 | 21.1 2.84 8.53 | 8.15 8.73
I-AdaptW 3.69 4.13 | 8.54 0.57 0.89 | 5.47 6.69 13.3 | 16.0 2.80 8.08 | 7.78 6.50
I-LinearS 3.62 4.20 | 7.50 1.22 1.68 | 9.34 7.14 13.6 | 17.2 2.75 8.23 | 7.83 7.03
P-AdaptW 1.62 2.09 | 5.78 0.18 0.36 | 2.16 6.37 11.6 | 149 2.87 8.80 | 7.14 5.33
P-LinearS 1.10 1.67 | 5.92 0.53 0.89 | 5.71 6.69 12.0 | 15.9 2.60 8.44 | 6.71 5.68

The results of the six proposed algorithms are summarized in Table 1. The performance of the algorithms is measured
using the percentages of bad pixels considering all pixels (“all”’), considering only non-occluded regions (“nonocc”) and
considering only pixels near depth discontinuities (“disc”). A detailed description of these parameters and the whole dataset
used for this experiments can be found in [3]. The resulting disparity maps can be found in Figures 2-7. According to Table 1,
and the disparity maps in Figures 2-7, IC and LC turn to be effective refinement techniques for both algorithms. In particular,



IC eliminates large erroneous patches (e.g. the upper-right corner in Tsukuba and the patch to the right of the teddy bear
in Teddy are specially remarkable since they appear in most local stereo matching algorithms) and coarsely redefines some
blurred disparity edges (e.g. on the Tsukuba statue head and Venus disparity edges for LinearS). According to Figures 2-7
and Table I LC solves small erroneous disparity patches and accurately refines disparity edges.

Finally, in Figure 8 we report a screenshot of the Middlebury ranking captured on February 237¢, 2011. This figure allows
us to compare the performance of the proposed P-LinearS algorithm with other state-of-the-art approaches.
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Figure 1. Segmented maps computed using mean shift segmentation (left column) and disparity segmentation based on the mean shift maps
and the disparity maps produced by LinearS (right column).



Figure 2. Disparity maps computed by LinearS (left column) and error maps according to the Middlebury website (right column).



Figure 3. Disparity maps computed by AdaptW (left column) and error maps according to the Middlebury website (right column).



Figure 4. Disparity maps computed by I-LinearS (left column) and error maps according to the Middlebury website (right column).



Figure 5. Disparity maps computed by I-AdaptW (left column) and error maps according to the Middlebury website (right column).



Figure 6. Disparity maps computed by P-LinearS (left column) and error maps according to the Middlebury website (right column).



Figure 7. Disparity maps computed by P-AdaptW (left column) and error maps according to the Middlebury website (right column).



Error Threshold = 1 Sort by nonoce Sort by all Sort by disc
Errar Threshald... » v v v
Average percent
Algorithm Avy. Tsukuba Venus Teddy Cones of bad pixels
around truth around truth around truth ground truth explanation)
Rank | nonoce  all disc |nonoce  all disc |nonoce  all disc |nonoce  all disc
v \/ \/ \/ \/
ADCensus [94 53 | 1071 1480 57342 0091 0256 11451 | 4104 622z 1084 | 242z 7255 6954 3.97
AdaptingBP [17] BB | 1411 1375 57914 | 040z 0231z 144z | 4236 7066 1187 | 2484 7929 7327 4.23
CoopRegion [41 Y 087z 1461 4611 041z 021z 1545 | 51614 8310 1301 | 27942 7184 80118 4.41
DoubleBP [35 9.1 0884 1282 4764 | 0136 04518 187w 353z 830e 963z | 290417 87824 77912 4.19
EDP [103] 97 | 0877 1398 5006 | 02120 03814 1891 | 4848 99415 1260 | 2535 7T.HBI7 7.38s 4.87
OQutlierConf [42] 102 | 0882 1432 4742 | 01814 0268 2409 | 80110 912942 1280 | 2780 8572 6995 460
SubPixDoubleBP [30] | 136 | 1.2421 17622 59816 0125 0461 1742 | 3452 838w 100z | 29310 873z 79115 4,39
SurfaceSteren [79 143 | 1282 16515 67820 | 01946 0280 261z 3121 5101 8651 | 28916 749511 B.26xn1 4.06
Warphdat [55 159 11614 1.354 60447 | 01815 0245 24430 50211 93042 1301 34937 84710 9.01 32 4.985
ObjectSterea [98 16.2 | 1220 16211 63622 | 05942 0692 4614 4135 74897 1126 | 2201 659z 6.361 4.46
Undr+OwrSed [48] 290 18942 223241 T2222| 0114 0224 134z EBS1z2e 9986 16420 28924 80041z 7.9014 5,39
GC+SeqmBoarder [57]) 21.5 | 14737 1.8225 78645 | D197 0311w 24420 | 4257 45552 10895 | 4996 5781 86627 462
GlobalGCP [104] 221 | 0871 245444 4692 01612 053z 22206 B4dz: 1152 16226 35920 94935 8953 5.60)
CostFilter [95 224 115130 18520 ThE14z| 020410 03915 242410 61621 1182z 16022 | 2712 82415 T.HG1z2 5.65
AdaptOwrSeqBP [33 233 16941 2043 56411 0D1d4: 0201 1474  T04a0 11118 164z | 3ROz 886z B84 5 54
P-Linears [99 236 1401z 16716 59215 | 05340 08920 57142 | BEI2: 12032 1592 | 2608 84442 671z 5,68
PlaneFitBP [32] 252 | 04879 1.832 5269 | 01713 051z 1.717 | BB530 12133 14715 41740 10747 10644 5,78
GeoSup [64] 2558 | 14583 1832 77144 | 0140 0267 1900 | B88:7 1324 16125 | 289420 8892 832 5.80)
SymBP+occ [7] 258 | 04877 1.752: 509z | 01610 03312 21915 | 64725 10717 17020 | 4795 10749 1094z 5.92]
ASSM [97 268 ) 12827 16912 G445 | 06447 11146 5614 | BAS1z2e 1152 16422 | 2811 80712 7196 a8.77
GeaDif [103] 273 18847 2354x ThHdaz | 0383z 08235 30220 59912 11320 13314 28414 B3316 B.0917 544
AdaptDispCalib [36 284 01197 1427 61510 | 033z 03442 2580z | 7804 13645 17345 | 36223 9332 972z 610
Segm+visib [4 288 130z 15710 B92z | 07951 10644 G765 | 5000 6BA44 123e 37225 BEZzz 1024 540
C-SemiGlob [19 290 ) 2616z 32954 9889s: | 03525 048722 3241 A14q2 1182z 1300 | 277w 83517 8201z 576

Figure 8. Position of P-LinearS in the Middlebury ranking as of February 23"¢, 2011.




