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ABSTRACT
Inferring dense depth from stereo is crucial for several computer vision applications and stereo cameras based on embedded systems and/or reconfigurable devices such as FPGA became quite popular in the past years. In this field Semi Global Matching (SGM) is, in most cases, the preferred algorithm due to its good trade-off between accuracy and computation requirements. Nevertheless, a careful design of the processing pipeline enables significant improvements in terms of disparity map accuracy, hardware resources and frame rate. In particular factors like the amount of matching costs and parameters, such as the number/selection of scanlines, and so on have a great impact on the overall resource requirements. In this paper we evaluate different variants of the SGM algorithm suited for implementation on embedded or reconfigurable devices looking for the best compromise in terms of resource requirements, accuracy of the disparity estimation and running time. To assess quantitatively the effectiveness of the considered variants we adopt the KITTI 2015 training dataset, a challenging and standard benchmark with ground truth containing several realistic scenes.

Index Terms—3D, Stereo vision, Real-time, FPGA, Reconfigurable device, Embedded vision.

1. INTRODUCTION
Nowadays, dense depth data are required in several computer vision applications. For this reason, many sensors capable to provide dense depth maps according to different technologies have been proposed. In particular, 3D sensing devices can be broadly classified in active and passive sensors. Devices belonging to the first category infer depth by perturbing the scene with structured light patterns or other means. Notable examples of such technologies are structured light (e.g., the original Microsoft Kinect), Time of Flight (ToF) and LIDAR which measure the time between the emission of a signal and its detection in the in the receiver. Popular examples of ToF and LiDAR sensors are, respectively, Microsoft Kinect 2 and Velodyne LIDAR. Active techniques are usually quite accurate and well-suited for indoor environments. However, excluding LIDAR, they became unreliable in outdoor environment when the sensed scene is flooded by sunlight. Nevertheless, sensors based on LIDAR technology are very effective in outdoor environment but they often are quite expensive and include moving parts and cumbersome for specific application domains (e.g., wearable devices). Finally, we observe that active sensors may interfere with each other.

Passive devices, based on conventional imaging sensors, are not affected by most of the previously outlined limitations although with particular scene contents (e.g., in presence of low textured regions) the accuracy of passive sensors may become a major issue. In this context, depth from stereo is certainly the most popular passive technique to infer the 3D structure of the sensed scene and several algorithms have been proposed to address the correspondence problem. That is, starting from two or more images of the same scene acquired by different point of views, stereo algorithms aim at detecting the projection of the same point of the sensed scene in the images in order to infer depth from triangulation according to estimated parameters of the stereo setup [21]. The binocular setup, made of two imaging sensors, is the most widely adopted method to infer depth from stereo. In this field, one of the most popular stereo vision methods is the Semi Global Matching (SGM) algorithm proposed by Hirschmuller [11], which represents a good compromise between the accuracy of the inferred disparity map and the overall computational requirements. Nevertheless, due to its demanding requirements for real-time depth sensing in application domains characterized by low-power and small size constraints, many different computing architectures such as embedded computers or FPGAs have been adopted to design compact, lightweight and power efficient stereo cameras based on the SGM approach. In particular, although the proposed evaluation has a broader scope, our target architectures are mainly embedded devices containing a CPU (typically multi-core ARM processors) coupled with an FPGA (Field Programmable Gate Array) such as the Zynq 7000 device [29]. Application domains
of 3D sensors based on such architectures are autonomous vehicles (e.g., rovers, drones, cars), wearable devices (e.g., assistive technology), video surveillance (e.g., people tracking and counting) and robotic/industrial applications.

In the remainder of this paper we evaluate strategies for the deployment of a state-of-the-art stereo vision pipeline based on variants of the SGM algorithm on embedded or reconfigurable devices, by taking into account factors like accuracy of the final output, resource requirements and execution time.

2. RELATED WORK

Stereo is a well-known technique to estimate dense depth maps from two or more images and several approaches have been proposed to deal with this problem. Despite this, accuracy in challenging conditions still remains an open research issue. This fact has been clearly emphasized with recent datasets [8, 18, 22] made of scenes acquired in realistic and difficult environments. While some pitfalls are intrinsically related to the stereo setup, such as occlusions [5] and distinctiveness [16], others, such as low signal-to-noise ratio and untextured regions, typically occur in challenging environmental conditions characterized by poor illumination, reflective surfaces and so on. According to [21], stereo algorithms can be classified into two categories, local and global methods, depending on the sequence of the following four steps: a) matching cost computation, b) cost aggregation, c) disparity optimization and d) final disparity refinement. Local approaches [15, 3], usually perform steps a) and b) while global methods [27] mostly focus on a) and c). Local algorithms are usually faster but more prone to errors. This behavior is clearly emphasized on challenging datasets such as KITTI [8, 9, 18] and Middlebury 2014 [22]. On the other hand, by minimizing an energy term on the whole image exploiting appropriate approximated strategies [27], global approaches provide in general more accurate results at the expense of much higher computation efforts. In recent years the SGM algorithm [11] has become very popular due to its good trade-off between accuracy and computation requirements. It relies on multiple and independent disparity optimization steps performed along different paths (referred to as scanlines), typically 8 or 16. Disparity optimization is performed, by means of the Scanline Optimization (SO) [21] strategy, minimizing an energy function. Although SO is very fast, disparity optimization on a 1D domain may lead to streaking artifacts. SGM partially softens this problem by aggregating energy computed along different paths and by selecting, by means of a winner-takes-all (WTA) strategy, the disparity label with the minimum cost.

For the reasons outlined so far, SGM has been implemented, according to different strategies and simplifications, on almost any computing architecture, such as CPUs, GPUs, FPGAs and so on. In particular, low power and massively parallel devices such as FPGAs are often the optimal choice in order to design sensors achieving optimal performance/Watt.

Fig. 1. Qualitative comparison of disparity maps computed by two different configuration of the SGM algorithm processing stereo pair #40 from KITTI 2015 training set (a). In (b) a 3 × 3 and in (c) a 13 × 13 local aggregation step have been applied prior to SGM. The two disparity maps (b) and (c) lead to different results in terms of accuracy and computation requirements.

These devices (e.g., Xilinx Zynq 7000 [29]) can be configured by means of hardware description languages (HDLs), such as VHDL or Verilog, or High Level Synthesis (HLS) tools using C or C++. Examples of stereo pipeline based on SGM mapped into FPGAs devices are [2, 7, 25, 23, 14, 28, 17]. On such architectures, even more than in software, a smart design is crucial in order to achieve accurate results in real-time, without violating the limited resource constraints of the adopted architecture. Other interesting architectures suited for implementation of the SGM algorithm for real-time dense depth sensing are embedded devices based on multicore CPUs [11]. In most cases, such CPUs also enable instruction level parallelism providing Single Instruction Multiple Data (SIMD) instructions widely adopted for mapping stereo vision algorithms (e.g., [11, 4]) on CPU-based systems.

Independently of the target platform, since memory footprint and memory bandwidth represent two major issues of the SGM algorithm, in [12] was proposed a variant of the standard SGM approach, referred to as eSGM, capable to drastically reduce the memory footprint and bandwidth at the cost, however, of an increased running time and hence of the overall latency. On the software side, we mention that some recent works successfully improved the accuracy of SGM, by increasing the amount of information processed by the single SOs [6] or by deploying confidence measures and machine
In the next section, we’ll evaluate the performance and the resources required by some variants of the SGM algorithm in order to determine the best trade-off between resource requirements and accuracy. Although our target architectures are mainly reconfigurable devices, such as FPGAs of FPGAs with multi-core ARM processors, the outcome of this work can be of interest for other computing architectures and in particular with CPU-based embedded systems with constrained resources.

3. STEREO PROCESSING PIPELINE

In this section, we outline the structure of the processing pipeline deployed for disparity map computation. According to the taxonomy proposed by Scharstein and Szeliski [21], we can define three main steps: matching cost computation, in Section 3.1 cost aggregation, in Section 3.2 and disparity optimization, outlined in Section 3.3.

3.1. Matching cost computation

Assuming a rectified stereo pair, matching costs can be obtained according to different similarity or dissimilarity functions and by taking into account different image cues. Some methods rely on a pixel-wise strategy (e.g., absolute difference of pixel intensity) while other methods, such as Normalized Cross Correlation (NCC) or the Zero mean NCC (ZNCC), compute matching cost on patches. Among these latter approaches, the census transform [30] proved to be very effective [13] for stereo matching. It is a non-parametric local image transform based on the relative ordering of nearby pixels intensity with respect to the one under examination and it is robust to strong radiometric distortions that typically occur in practical application scenarios [13]. Each pixel intensity value is replaced by a string of \((m \times n - 1)\) bits, being \(m \times n\) the window centered on the pixel itself. Then, the matching cost between two pixels is obtained computing the Hamming distance between the two corresponding census transform. Although this strategy turns out to be very effective, matching costs become very noisy in low textured areas. In [26], an improved version of the census transform was proposed using a ternary encoding which to deal with difference of intensities below a certain threshold. Compared to the original census transform, this strategy doubles the number of bits required becoming for ternary census transform \((m \times n - 1) \times 2\).

Increasing the support region deployed for the census transform leads in general to more accurate results. Unfortunately, this also increases the logic required to compute and store the outcome of the census transform. This fact is particularly relevant when dealing with FPGAs. Thus, in order to cover larger areas, enabling reduced resource requirements without renouncing to effectiveness of the census transform, we deploy a chessboard pattern, as shown in Figure 2 taking into account only half of the total pixels contained into the window. Considering the same area, this strategy halves the number of bits required for census transform \((m \times n - 1)/2\) and for the ternary counterpart \((m \times n - 1)\). Depending on the initial considered pixel at the top-left of the window, we define two patterns, referred to as odd and even pattern and shown in Figure 2.

3.2. Cost aggregation

Once computed the matching cost for each pixel and for each disparity (this data structure is typically referred to as Disparity Space Image (DSI)), a local aggregation step is usually deployed in order to reduce matching ambiguity. The Block Matching (BM) algorithm is a fast local aggregation method, which sums equally the contribution of the pixels inside a window of size \(N \times N\). Its accuracy is related to the choice of the window. A small patch enables good performance near depth discontinuities but provides poor results when dealing with low-textured areas. On the other hand, a larger patch is more accurate in this latter circumstance but does not preserve depth discontinuities. Differently from more sophisticated and accurate approaches such as those based on the guided [10] filter approach [15, 3] that take into account cues from the reference image, the BM strategy enables a fast DSI refinement suited for real-time performance.

However, summing the costs on a window of size \(N \times N\) leads to an increase of the maximum obtainable value. Although this fact does not represent a problem for a standard software implementation, targeting the FPGA, the additional resources required to encode the aggregated costs may represent a major issue due to more complex design and memory footprint. Specifically, compared to a point-wise matching cost, on a \(N \times N\) window it requires \(log_2(N \times N)\) more bits. In order to maintain as low as possible the hardware resource requirements, a solution consists in averaging rather than simply summing the values within the window. This strategy enables to encode the aggregated cost with the same number of bit of the point-wise cost. On the other hand, this strategy reduces the range of the matching costs and might lead to a lower overall accuracy. However, as we’ll show in the experimental result section, averaging turns out to be a very good trade-off.
upper bound for the final cost given by the maximum value of the data term $E_{\text{data}}$ plus $P_2$. According to the SO algorithm defined so far, SGM performs such procedure independently along multiple paths (e.g., 8 or 16), summing up the cost computed along each scanlines. In its final stage, SGM determines the best disparity according to a winner-takes-all (WTA) strategy on the resulting sum. While the single SO usually produces gross artifacts on the resulting disparity map, the strategy adopted by SGM leads to much more accurate results. Concerning efficiency, the key factor is that multiple SO instances can be independently computed, thus enabling parallel implementation on suitable architectures. However, the original SGM algorithm [11] requires to scan the stereo pairs two times and has a very large memory footprint to store the whole DSI. A typical implementation of the SGM algorithm on 8 scanlines, referred to as $SGM_a$, consists of a two-phase approach, which first scans the image from top-left to down-right and performs four out of the eight total scanlines, then scans from down-right to top-left to compute the remaining four paths, as depicted in Figure 3(a). Unfortunately this strategy requires to store an entire DSI, in order to sum the contribution of the different paths in the two scans. Another solution, is to perform a single scan only, deploying only four out of eight scanlines. This allows to compute disparity values on-the-fly, by storing only a single line of the image during the scan and thus greatly reducing the memory requirements. On the other hand, using only these four scanlines usually reduces also the overall accuracy compared to the original SGM strategy. In the remainder we will refer to an implementation scanning the image from top-left to bottom-right as $SGM_a$ and to the other solution (scanning from bottom-right to top-left) as $SGM_b$. The memory footprint of $SGM_a$ and $SGM_b$ is much lower with respect to $SGM_a$ being related only by the width of the stereo pair and the disparity range (while the memory footprint of $SGM_b$ is related to width and height of the stereo pair and the disparity range). Moreover, being in a typical stereo pair the image width larger than the image height, we also take into account two more methods, referred to as $SGM_c$ and $SGM_d$. These two further approaches scan the image, respectively for $SGM_c$ and $SGM_d$, from bottom-left to top-right and from top-right to bottom-left. Figure 3 depicts the eight scanlines, highlighting those processed by $SGM_a$ (red), $SGM_b$ (green), $SGM_c$ (blue) and $SGM_d$ (pink). It is worth to note that variants based on 4 paths halve the latency of the original SGM algorithm.

Another strategy to reduce the memory requirements of $SGM_a$ was proposed in [12]. This variant, referred to as eSGM, aims at obtaining results comparable to $SGM_a$ with a much lower memory footprint. Starting from the assumption that, in most cases, the disparity chosen by the WTA on the aggregated SOs is one of those obtained by applying the WTA on the outcome of the single SOs, eSGM only stores a $w \times h \times 4$ DSI achieving an accuracy almost equivalent to $SGM_a$. Unfortunately, this method requires a third scan,
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Fig. 4. Qualitative comparison between $SGM_a$ (a), $SGM_b$ (b), $SGM_c$ (c) and $SGM_d$ (d) on the stereo pair nr. 40 (reference image at the bottom) from KITTI 2015 training dataset, highlighting different artifacts on the disparity maps depending on the adopted strategy.

increasing the running time/latency of $SGM_8$ by 50%.

### 4. EXPERIMENTAL RESULTS

In this section, we evaluate several configuration of the pipeline outlined on the KITTI 2015 training dataset [18]. In order to reduce the amount of parameters in our evaluation we fix the size of the census transform to $5 \times 5$ that, according to our experiments, gives the best trade-off between accuracy and resource requirements (setting the upper bound of the matching cost to 24, enabling a 5 bit encoding). For ternary transform, we set a threshold value of 1. We also tuned $P_1$ and $P_2$ terms to, respectively, 2 and 30. These penalties are multiplied by the size of the window deployed for cost aggregation only if the results are not averaged, in order to keep the same relationship between matching costs and penalties.

Table 1 reports results concerned with $SGM_8$ by increasing the size of the window deployed by the BM strategy for cost aggregation. Each row shows results concerned with binary and ternary census transform, computed on the full grid with $5 \times 5$ patches. The first two rows are concerned with point-wise matching costs. In our experiments, for both transforms, the error rate decreases until the aggregation window is $13 \times 13$. The second error rate, reported within round brackets, is obtained by averaging the costs with respect to the window size. We can observe as this operation increases the error rate by an amount smaller than 0.04% in the worst cases. On the rightmost column, we report the number of bits required to encode aggregated and averaged matching costs.

Table 2 reports experiments related to $SGM_8$ with full and sparse census grids (odd and even) for binary and ternary census transform on the most accurate configuration (i.e., $13 \times 13$) reported in Table 1. While a sparse grid slightly increases...
### Table 2. Comparison between binary and ternary census transform, with local aggregation on 15 × 13 window and full, odd and even sparse grids. Ternary census transform on even sparse grids outperforms all the other configurations. In particular, in its average form (values between round brackets), the bits per cost are the same required by the binary census transform but ternary achieves a lower error rate.

<table>
<thead>
<tr>
<th>Census</th>
<th>Err. Rate</th>
<th>Bits per Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary, Full</td>
<td>7.33 (7.33)%</td>
<td>14 (6)</td>
</tr>
<tr>
<td>Binary, Odd</td>
<td>7.45 (7.56)%</td>
<td>13 (5)</td>
</tr>
<tr>
<td>Binary, Even</td>
<td>7.36 (7.47)%</td>
<td>13 (5)</td>
</tr>
<tr>
<td>Ternary, Full</td>
<td>6.90 (6.92)%</td>
<td>14 (7)</td>
</tr>
<tr>
<td>Ternary, Odd</td>
<td>6.73 (6.80)%</td>
<td>14 (6)</td>
</tr>
<tr>
<td>Ternary, Even</td>
<td>6.72 (6.76)%</td>
<td>14 (6)</td>
</tr>
</tbody>
</table>

The error rate of the binary census transform, the ternary census transform on sparse grids allow to increase the overall accuracy. In particular, the even sparse grid with ternary census transform achieves the best result compared to all the other configurations. As for previous case, averaging slightly reduces accuracy. However, for the reason previously outlined, the averaged even sparse grid with ternary census transform represents the optimal choice dealing with reconfigurable devices enabling for a notable reduction of bits required to store costs in Block-RAM and an overall reduction of LUTs (Look-Up-Tables) for computation.

Table 3 reports results concerning the eSGM algorithm with both binary and ternary transforms, with full, odd and even grids.

<table>
<thead>
<tr>
<th>Census</th>
<th>Err. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary Full</td>
<td>7.39 (7.93)%</td>
</tr>
<tr>
<td>Binary Odd</td>
<td>7.37 (7.51)%</td>
</tr>
<tr>
<td>Binary Even</td>
<td>7.26 (7.40)%</td>
</tr>
<tr>
<td>Ternary Full</td>
<td>6.94 (6.97)%</td>
</tr>
<tr>
<td>Ternary Odd</td>
<td>6.77 (6.84)%</td>
</tr>
<tr>
<td>Ternary Even</td>
<td>6.76 (6.81)%</td>
</tr>
</tbody>
</table>

In Table 2, we report results concerned with the eSGM algorithm. It performs 3 scans instead of the 2 required by SGMₘ, but requires much less memory to store a portion of the DSI. By looking at binary and ternary census in their three variants, we can observe how the error rates are very close to those achieved by SGMₘ (less than 0.60% and 0.08% difference, respectively, for binary and ternary transforms on worst case). This means that this solution is highly valuable when there are no strict timing constraints (it introduces a third scan, increasing the running time/latency by 50%) but the memory requirements, in terms of footprint and/or bandwidth, are major constraints such in the case of FPGA devices.

Table 4 reports the results obtained by the single scan variants of SGM, respectively SGMₕ exploiting only top-left to bottom-right scanlines and SGMₘ using the remaining, SGMₕ using bottom-left to top-right paths and SGM₄ the remaining. We tested these approaches with binary and ternary transform on the full, odd and even grids. The results reported in Table 4 show how these variants lead to very different results in terms of accuracy, with a notable margin between the highest and lowest error rates. Therefore, it is crucial to choose the optimal scan strategy. On KITTI 2015, SGM₄ achieve the best results in the ternary-even configuration and, moreover, it enables the lowest memory footprint (the same of SGMₕ), being related to the height of the input image instead to its width as for SGMₘ and SGMₖ.

Figure 4 shows, qualitatively, how the choice of the method (SGMₘ, SGMₖ, SGMₕ and SGM₄) affects the resulting disparity maps on a frame of the KITTI 2015 training dataset.

Finally, we collect the most accurate configurations for the three variants of SGM (single-scan algorithms, original two-scans SGMₘ and eSGM) on Table 5 to highlight their strengths and weaknesses. We can observe how the best performing single-scan algorithm on KITTI 2015, is SGM₄, also is the fastest method and requires the lowest amount of memory when averaging the costs during local aggregation. On the other hand, it yields a higher error rate with respect to the other two methods. The most accurate results are achieved by the original SGMₘ method, which also requires the highest amount of memory (more than 15 times the amount required by the other solutions), doubling the running time/latency with respect to the single-scan approach SGM₄. Finally, eSGM enables an optimal trade-off in terms of accuracy and memory requirements, but increases the running time/latency by 50% with respect to the original algorithm SGMₘ, maintaining almost the same error rate, and by 200% compared to the single-scan method, which obtain a nearly 2% increased error rate with respect to SGMₘ and eSGM.

### 5. Conclusions

In this paper, we have reported an extensive evaluation of different configurations of a stereo pipeline based on variants of the SGM algorithm suited for implementation on embedded or reconfigurable devices with limited resources. We evaluated the six variants of the SGM in 90 different configurations and validated the results on the challenging KITTI 2015 training dataset with ground truth. In our experiments we found out that the ternary census transform is slightly more effective than the binary version. Moreover, we observed that averaging the matching cost leads to results almost equivalent to the conventional matching cost summation strategy. This fact is very important when dealing with reconfigurable devices in order to reduce hardware resources. Finally, we highlighted the three top-performing variants of the SGM algorithm, with their own strengths and weaknesses, in order to find the best compromise in terms of accuracy, memory requirements and running time.
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Table 4. Evaluation of the four single-scan variants of SGM: $SGM_a$, $SGM_b$, $SGM_c$ and $SGM_d$, as depicted in Figure 3. Full, odd and even grid for both binary and ternary census transforms are reported, with local aggregation on a 13 × 13 window, results with average of the costs are reported between round brackets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Error rate</th>
<th>Memory</th>
<th>Number of scans</th>
</tr>
</thead>
<tbody>
<tr>
<td>ternary full, 13 × 13, $SGM_d$</td>
<td>8.27 (8.41)%</td>
<td>0.47 (0.20) MB</td>
<td>1</td>
</tr>
<tr>
<td>ternary odd, 13 × 13, $SGM_b$</td>
<td>6.72 (6.76)%</td>
<td>205.50 (88.07) MB</td>
<td>2</td>
</tr>
<tr>
<td>ternary odd, 13 × 13, e$SGM$</td>
<td>6.77 (6.84)%</td>
<td>16.11 (6.90) MB</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5. Evaluation of the most accurate single-scan algorithm $SGM_d$, the original two-scan $SGM_b$ algorithm and the e$SGM$ algorithm. In bold, the strengths of each method.
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